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EXECUTIVE SUMMARY

path would approach hazardous weather (point-of-closest-
approach, PCA). Moreover, it did not seem to matter if 
movement was relatively fast or slow, nor whether gaps were 
opening or closing. The results indicate judgment of PCA 
with any movement of weather was clearly a difficult task.

This has considerable implications for in-cockpit use 
of looping NEXRAD. First, it is not anticipated that 
first-generation looping NEXRAD will be adequate for 
safe penetration of gaps between storm systems. Second, 
while training could reasonably be expected to improve 
performance, training alone may not be sufficient. The 
display concept itself may require considerable human 
factors modification and testing to overcome multiple 
safety issues, not only those revealed in this study but also 
known additional issues of data latency, weather-movement 
prediction, and the inherently more unpredictable nature 
of natural weather itself. 

The results suggest that in-cockpit NEXRAD could 
benefit from a) a zoom feature allowing pilots to get a 
bigger strategic picture of the weather hazards, b) a range 
ring showing how far their aircraft could travel in ½ hour, 
c) some method of projecting how far the hazardous 
weather might be expected to travel in ½ hour, and d) a 
planning feature estimating PCA of intended flight path 
to hazardous weather. Some of these features are clearly 
easier to instantiate than others, and that fact is discussed.

Looping Next-Generation Radar (NEXRAD) is cur-
rently finding its way into general aviation (GA) aircraft 
cockpits, embodied in technologies ranging all the way from 
subscription aviation weather services such as XM satellite 
radio, on down to smartphone applications. Pilots may use 
this technology to try to pick their way through convec-
tive weather cells, with fatal results. This suggests a need 
for research to understand any underlying characteristics 
of the display that might encourage excessive risk-taking. 
Most particularly, how good are pilots at determining safe 
clearance distances from severe weather when using this type 
of technology? We address this question and how it relates 
to NEXRAD’s potential for increased or decreased safety.

A looping NEXRAD-type cockpit display was cre-
ated as a low-cost, part-task simulation. Various types of 
simulated adverse convective weather were modeled, and 
NEXRAD-type images created. A mathematical model of 
weather was used to precisely control the placement and 
movement of weather cells, and to measure the effect of 
the opening and closing of gaps, as well as weather system 
depth (defined as “shallow,” for weather systems 19 nm in 
depth, and “deep,” for systems 40 nm in depth).

Results indicated that weather system depth made no 
difference for these values. 

In contrast, moving weather appeared to greatly decrease 
pilots’ ability to judge how closely their planned flight 
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The Influence of loopIng nexT-generaTIon radar on  
general avIaTIon pIloTs’ flIghT InTo adverse WeaTher

INTRODUCTION

Adverse weather remains a persistent challenge for all general 
aviation (GA) pilots and, therefore, a high priority for the Fed-
eral Aviation Administration (FAA). While figures vary, a U.S. 
Congressional Joint Economic Committee report estimated 
that domestic commercial weather delays cost the American 
economy “as much as $41 billion for 2007” (JECMS, 2008, p. 
1). Moreover, convective weather is particularly problematic to 
GA because those aircraft are not equipped for adverse weather 
conditions, and pilots maybe not be experienced for the weather 
conditions (Batt & O’Hare, 2005; NTSB, 2005).

Data linking weather (DLW) information is widely seen as 
a leading contender for promoting efficient flight while mini-
mizing weather-related risk. As such, the FAA Next Generation 
(NextGen) Air Transportation System Implementation Plan 
specifically discusses “up-to-date weather and airspace status 
information delivered directly to the cockpit” as part of its vi-
sion (FAA, 2012, p. 8). 

Research for this capability is being led by groups such as the 
FAA’s WTIC Program (JPDO, 2010), which has sponsored a 
variety of research projects such as surveying pilots to identify their 
preferred weather information products, identifying weather-
related accident/incident causation for datalinked aircraft, and 
investigating probabilistic weather displays (ATSC, 2013).

One area of DLW information involves pilot interpretation 
and use of color-coded weather-risk displays. For example, 
Next-Generation Radar (NEXRAD) employs a network of 
more than 150 National Weather Service radar units to detect, 
process, combine, and distribute radar reflectivity information 
that indicates areas of precipitation. The resulting weather im-
ages are what we commonly see on television and the Internet, 
intended to help us visualize complex, dynamic behavior of 
nature that, otherwise, would be impossible to describe. Figure 

1 shows three sequential NEXRAD images.GA pilots are now 
being offered this capability in the cockpit, for instance via XM 
satellite radio, and on handheld devices like tablet computers 
and smartphones.

From a human-factors perspective, NEXRAD display is more 
than just a “weather display.” Its WSR-88D Weather Radar 
Precipitation Intensity scale and Weather Radar Echo Intensity 
Legend are effectively risk-proxy gradients—graphical representa-
tions of relative weather-related risk (FAA, 2013). These gradients 
contain important perceptual cues that pilots can utilize to make 
decisions (Wiggins, Azar, & Loveday, 2012). 

At issue is whether looping NEXRAD can be used to predict 
where adverse weather will likely be in the near future. Pilots 
are using looping NEXRAD for tactical weather avoidance, 
and we anticipate problems associated with that use (Beringer 
& Ball, 2004). 

For instance, the U.S. National Transportation Safety Board 
has cautioned pilots that the data presented by NEXRAD are not 
real-time, and may, in fact, be as old as 15-20 minutes (NTSB, 
2012). Research is needed to identify such potential data-latency 
issues. Work so far in this area has largely been proprietary (e.g., 
Kelley, Kronfeld, & Rand, 2000).

It is natural to wonder exactly what the critical stimulus 
information is in these risk-proxy gradients and how well 
pilots understand and can use it. Recent WTIC Program-
sponsored research shows that GA pilots vary widely in 
how they perceive, understand, and use static weather-risk 
gradients (Knecht & Frazier, 2015). Since misunderstand-
ing those principles can increase flight risk, we proposed 
to investigate the issue further by computerizing the static 
displays used in that study to make them dynamic and more 
realistic. This resulted in the current follow-on study of 
looping NEXRAD-type display, with a goal of developing 
flexibility in its design and capabilities. 

Figure 1. Three looping NEXRAD movie frames, 5 minutes apart. 
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This research was limited in scope to first address two aspects of 
looping NEXRAD suspected of modulating risk taking, namely 
a) depth of the weather system, and, b) gap closure speed. Recall 
that “depth” was defined as “shallow,” if a gap between cells were 
19 nm, and could therefore be flown through relatively quickly, 
and “deep,” if the gap were 40 nm.

A mathematical model of weather was first created, capable 
of generating a series of 12 plausible-looking NEXRAD-type 
still images (frames) on a laptop computer. The frames were 
then combined to create dynamic, looping “one-hour movies” 
of storm-cell activity running at 2 frames per second (fps). We 
recruited GA pilots from a local Oklahoma City area flight 
school. These pilots viewed the various NEXRAD movies and 
then decided how they would fly from a departure point to a 
destination point during convective weather conditions. Using a 
standard computer mouse, pilots were able to click on inflection 
points—places onscreen where their planned flightpath would 
change direction—to draw an overall flightpath. The computer 
recorded a picture of that flightpath, plus the screen coordinates 
of all its inflection points, which were then mathematically scored 
for attributes such as path length (a measure of efficiency) and 
point of closest approach (PCA) to hazardous weather (a measure 
of safety).

It is important to note that these simulated NEXRAD loops 
ran only up to the critical place and time when the pilot would 
normally make a “go/no-go” decision either to shoot the gap or 
to divert around the entire storm system. These were not long, 
slow scenarios, following the pilot all the way to the “Destina-
tion.” They were shown rapidly, one after the other, 10 scenarios 
in about 15 minutes’ time. Therefore, each scenario was testing 
the pilot’s “mental snapshot” estimate of future weather posi-
tion, aircraft position, and weather-clearance distances, taken 
precisely at that go/no-go point. 

The reason for this method was straightforward: If a deci-
sion is made to shoot a gap, one is generally committed. There 
is no turning back, because turning back will usually involve 
more time and danger than staying the course and getting out 
of the gap as quickly as possible. Therefore, it makes sense to 
examine pilot perception and behavior at this critical point in 
the decision-making timeline.

MATERIALS AND METHODS

Hardware/Software
Hardware consisted of a laptop computer (Dell Latitude 

D630), with an optical mouse and 12” (30.5 cm width) × 7.5” 
(19 cm height) screen, running Mathematica software (Wolfram, 
2013). Pilots self-seated at a comfortable distance, approximately 
22” (56 cm), resulting in a total display viewing angle of about 
31×19 degrees.

Mathematica provided image-processing of each individual 
frame (e.g., overlaying a semi-transparent weather image on 
top of a terrain/road map, so that the map was still visible 
underneath the weather). Mathematica also displayed images 
with event handling (e.g., reading onscreen mouse clicks), to let 
participants draw their flightpath on-screen, capture the results, 
compute the PCA to hazardous weather, and store the results to 
files readable by Excel or SPSS statistical software. 

Mathematical Generation of Plausible-Looking Weather
Real weather is chaotic in the strictest technical sense (Gleick, 

1987). Where time and cost are no factors, weather can be mod-
eled on a supercomputer to whatever accuracy is necessary. But, 
for the current research, time and cost were critical. Moderate 
visual complexity of weather cells was necessary, but not at the 
cost of excessive computational time. This required a 2D image 
that loosely resembled NEXRAD but which could be drawn by 
fast algorithms based on fully controllable parameters. 

Specifically, it was important to independently control at least 
two weather cells’ a) initial location, b) size, c) shape, d) angle of 
orientation, e) movement, f ) color scheme, and g) evolution (i.e., 
how each cell changed shape, or morphed, over time). Moreover, 
it was essential to have a color scheme contiguously rank-ordered 
by risk. In other words, weather cells had to maintain contiguity, 
meaning the same order of colors, even while morphing across 
the screen. Red always had to sit next to orange, orange next to 
yellow, and so forth (see Fig. 2).

A number of approaches were initially tried. The one finally 
chosen began with two independent 2D Gaussian probability 
density functions, the product f(x)g(y) of which forms a 3D 
structure (Fig. 2a). The height (z) of this 3D structure could 

Figure 2. Fast-algorithmic emulation of simplified NEXRAD-like weather. a) the basic 3D structure, b) “a” as 2D, 
stretched, rotated, and partially transparent, overlaying a terrain map showing roads, c) “a” with added z-noise.
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represent continuous, monotonic1 values of weather risk, which 
could then be stratified to represent discrete, contiguous color 
selections from the NWS WSR-88D Intensity Legend recom-
mended in FAA’s Advisory Circular 00-24C (FAA, 2013). The 3D 
structure lent itself to being mathematically translated (moved 
sideways or up and down), rotated, and stretched in x and y via 
standard linear affine transforms.

Horizontal slices through this basic 3D figure produced a series 
of ellipses (see Appendix A for proof ). Ellipses are sufficiently 
simple to allow direct computation of minimum distance from 
aircraft to any given weather risk boundary (orange is what AC 
00-24-C advises pilots to clear by at least 20 nautical miles). 
Adding z-noise, followed by polynomial smoothing, roughened 
the edges of each colored region. Flattening (collapsing across z, 
Figs. 2 b,c) added realism without much computational overhead. 
The result was not fully realistic, of course, but looked reasonable 
enough for experimental purposes.

Numerical methods2 were used to estimate PCA. These are 
detailed in Appendix A. The trick here was to measure distance 
to the underlying elliptical basis function (Fig. 2b), rather than 
the noisy function (2c). Given that the ellipse boundary was the 
center of the noise probability density function, this method was 
consistent with an ideal observer approach3 (Geisler, 2011), and 
logically defensible on that basis.

Three separate computer programs were written, a) Weather 
Generator, b) Viewer, and c) Autoscorer. Mathematica code for 
each is presented in Appendix B. 

Weather Generator. As the name suggests, Weather Genera-
tor allowed independent control over the sizes, aspect ratios, 
placement locations, rotation angles, movement direction, and 
speed of the ellipse-based weather cells. Two cells were gener-
ated for each scenario. The program generated 12 .jpg images 
per scenario, representing one hour’s worth of “weather history” 
at 5-minute intervals.

Viewer. The second program, Viewer, served as the experimental 
data-gathering platform. Viewer sequenced each scenario’s 12 
images into a looping movie, displayed that movie at 2.2 fps, 
and allowed data collection on each pilot’s performance. Figure 
3a shows sample screenshots of “shallow” weather cells. Figure 
3b shows “deep” cells.

Viewer displayed a scale of miles at lower left, a “Freeze” 
button, which stopped the movie at the most-current point in 
time, and a “Resume” button, which allowed looping to resume. 

1 Monotonic functions preserve numerical ordering along an axis. For 
example, as x increases, y might continually increase (or, at worst, 
remain constant), but would never decrease.
2 Numerical methods are mathematical techniques for estimating the 
value of functions too complex to be simplified down to a “closed-form 
solution” (one that can be solved with a single equation).
3 An “ideal observer” is a hypothetical observer that presumably knows 
the statistical properties of a situation, and can therefore make the 
absolute best possible guess about chance outcomes. In the present 
context, an ideal observer could “see through the noise” added to 
each ellipse to determine exactly where each level of weather intensity 
would be, on average. Remarkably, humans are reasonably good at 
this type of task.

A yellow, circular dashed range ring depicted where the aircraft 
was expected to be in ½ hour, given its stated speed. Together, 
these features were designed to help pilots estimate clearance 
from weather as they planned a flight, but without adding overly 
complex technology to an otherwise standard NEXRAD-type 
display.

Pilots used a standard optical computer mouse to create a 
flightplan. Each flightplan automatically began at the map point 
labelled “Current,” representing the aircraft’s current position at 
the most recent weather frame.

To draw the flightplan, the pilot had simply to move a mouse 
cursor to a desired inflection point—a location on the map where 

Figure 3a. Viewer, showing “shallow” weather cells, and a 
sample flightpath with four inflection points (dashed white 
line, starting at “Current,” ending at “Destination”). The 
dashed, yellow line is a ½-hour range ring.

Figure 3b. A partial screenshot showing “deep” weather 
cells.
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they planned to execute a turn—and then left-click. The computer 
drew a straight line from each point to the next, and recorded 
the x,y screen coordinates of each inflection point.

Viewer was set up on the assumption that “current” weather 
meant “real-time” weather. That is, it contained no data la-
tency—in this case, no 15-minute minimum time delay such as 
seen in current NEXRAD (NTSB, 2012). The reason for this 
will be discussed shortly.

The challenge of this task was that the display could show 
the position of the aircraft and weather up to the current time. 
Just like real NEXRAD, it would still be up to the pilot to judge 
where both the aircraft and weather would be in the future, and 
whether or not a planned flightpath might get closer than 20 
nm from “orange” weather.

The reason for having zero data latency and extremely simple-
looking weather was straightforward: If the pilots’ task of main-
taining safe clearance from weather proved difficult under these 
nearly ideal conditions, then it can safely be assumed that the 
real-life task of using present-generation looping NEXRAD to 
navigate through weather will only be that much harder. And, 
that would be baseline information that policy makers, pilots, 
manufacturers, and the public want to know.

Autoscorer. The function of Autoscorer was to score each 
flightplan for PCA. Keep in mind that pilots’ data consisted of 
flightplans based on their snapshot estimates of future-projected 
PCA. In reality, both their aircraft and the weather would change 
position as time went on and that flightplan was executed. This 
movement of aircraft and weather would make hand-scoring of 
the PCA difficult and inaccurate. Therefore, a computer program 
was written to do this.

Appendix A describes the mathematics of this Autoscorer pro-
gram, and Appendix B shows the Mathematica code. Figure 4a 
shows a sample autoscored “Deep” weather scenario. The three 
dashed circles4 represent the mean likelihood estimator (MLE) 
boundaries of the “orange, must-avoid” weather at scenario’s 
beginning, PCA, and end, respectively. During the experiment, 
note that the lower-left weather cell always remained static, while 
the upper-right cell moved along a straight-line path (denoted by 
green arrow). In this example, the upper-right cell’s movement 
resulted in the gap closing over time. Scored PCA is represented 
by a line drawn from the flightpath to the lower-left-hand circle, 
intersecting at a point tangent to that curve.

As stated previously, the technical challenge for the pilot 
making a go/no-go decision was that the looping NEXRAD 
ended about 20-30 minutes before the aircraft would actually 
reach hazardous weather. So, judging PCA requires pilots to 
mentally future-project the position of both weather and their 
aircraft. This looks like a challenging task, and is precisely what 
this experiment was designed to measure.

By design, the mathematical structures chosen to generate 
the weather (i.e., ellipses) were sufficiently regular to permit 
computerized scoring of PCA by numerical methods, given the 
assumption that the weather moved along essentially unchanged 
in shape and/or direction. Naturally, this was not fully realistic 
but, again, was “ideal” in the ideal-observer sense, and such 
circumstances had to be tested first.

Appendix A shows how scoring was conducted. Essentially, 
Autoscorer started at the “Current” point, finding PCA to orange 
from that point. It then moved forward in time, step-by-step, 
along the flightpath, calculating where both the aircraft and the 
weather would ideally be at each new point in time, given their 

4 Consider that a circle (k1=x2+y2) is just a special case of an ellipse 
(k2=(x/a)2+(y/b)2) where a=b.

Figure 4, a) sample Autoscorer graphical output, b) the associated text output file. Minimum distance to 
orange here was 13.41 nm (highlighted yellow). Flightpath inflection points (in screen coordinate units) 
are highlighted green.

5 
 

 
 

b  
 a b 
  

{{"E", "S", "Sc", "PresnOrder", "Map", "MapJPGSizePix", "MapSizeNM",  
 "ScreenSizeCM", "ScreenResXY", "a1", "b1", "a2", "b2", "Gsize", "n",  
 "yxWx1", "yxWx2", "yxWx1end", "yxWx2end", "\[Sigma]1x", "\[Sigma]1y",  
 "\[Sigma]2x", "\[Sigma]2y", "\[Theta]1", "\[Theta]2", "dx1", "dy1", "dx2",  
 "dy2", "rad", "noise", "zOrange", "startPt", "destnPt", "airSpdACkt",  
 "frmsViewed", "EThr", "pathLennm", "minDnm", "waypts"},  
 {"E1", "01", "01", "2", "Map of OKC-Tulsa 700x700.jpg", {700, 700},  
 94.64615384615385, {30.4, 18.9}, {1280, 800}, 9.860859013732117,  
 9.860859013732117, 13.653497095936778, 13.653497095936778, 150, 12,  
 {45, 45}, {144, 144}, {45, 45}, {120, 120}, 13, 13, 18, 18,  
 0.7853981633974483, 0.7853981633974483, 0, 0, -2, -2, 41, 0.1, 0.75,  
 {625, 75}, {75, 625}, 120, 52, 1.2924, 154.422, 13.41,  
 {{625, 75}, {60.9788359788359, 47.75}, {75, 625}}}} 
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known velocities. At each time step, the smallest PCA encoun-
tered to date was stored. Sampling density increased as PCA 
approached 20 nm and continued increasing as PCA approached 
zero. This allowed computational speed to remain high, while 
still maintaining PCA accuracy to at least three decimal places.

Experimental Design
Statistical paradigm. Prior research supports that repeated-

measures designs work well for this particular kind of task 
(Knecht & Frazier, 2015). Repeated-measures present multiple 
trials within a single experiment, each trial testing a different 
combination of independent variables (IV). Each participant 
sees all trials, allowing change scores to be analyzed. This sharply 
increases statistical power, our ability to detect true effects where 
they indeed exist (Keppel & Wickens, 2004). 

Nonetheless, repeated measures can sometimes induce treat-
ment order effects, in which conditions in a particular trial may 
bias the outcome of the subsequent trial(s). These biases can be 
statistically controlled by either counterbalancing or randomizing 
the trial presentation order. Randomization was chosen here, 
since 10 trials would have required 10! (3,628,800) presentation 
orders for a full counterbalance.

Independent variables. Independent variables are those the 
experimenter controls to see which ones influence the outcome 
measures (i.e., the dependent variables, or DV). There were quite 
a few IVs that could be examined, including

1. Weather cells’ 
a. initial x,y location
b. length
c. depth
d. angle of rotation
e. overall severity
f. speed of movement

2. Aircraft’s
a. initial distance from closest weather
b. nominal angle of attack with weather
c. speed

To simplify this initial experiment, only two weather depths 
and five gap-opening speeds were set up (a 2x5 design). Addition-
ally, the lower-left weather cell was kept static, always located to 
guarantee at least one safe option for flying around the weather. 
The remaining weather cell was dynamic, with positive speeds 
representing a gap that opened over time, zero denoting a static 
gap, and negative speeds representing a closing gap. At 22” (56 
cm) viewing distance, this produced visual angular displacements 
of -1.3, -0.65, 0, 0.65, and 1.3 deg/sec, and corresponded to 
simulated weather-movement speeds from 0-14 kt. In the Figures 
and tables that follow, these are labelled by their effect on the 

size of the gap between cells, as “closing-fast,” “closing-slow,” 
“static,” “opening-slow,” and “opening-fast,” respectively.

Experimental hypotheses. This approach shared the goals of cue 
utilization (Wiggins et al., 2012). Generally, the goal was to find 
the information in the stimulus (cues) upon which perception 
and cognition act. Specifically, it would be useful to know if any 
particular information produced difficulty in task execution.

First, the storm depth might be a factor. “Shallow” storms 
might reasonably tempt more penetrations than “deep” storms, 
because gaps could be slipped through quicker, therefore risk 
exposure would be shorter-duration. 

Second, gap-opening speed might also be a factor. Gaps 
increasing in size might tempt more penetrations than static 
gaps, which in turn, might tempt more penetrations than gaps 
becoming narrower. It was critically important to avoid the 
trivial, unwanted situation where everyone either always diverted 
around the weather or else always flew straight to the “Destina-
tion.” To accomplish this, the initial location and speed of each 
scenario’s moving weather cell was carefully set to match the 
aircraft speed, in order to always produce just a small fraction 
more than the 20 nm required clearance from “orange” weather, 
should the pilot choose to “fly direct.” However, none of the 
pilots were told that it was always safe to fly direct. They were 
only told that it was acceptable to go direct when it was safe. 
This was expected to be the best way to probe the “go/no-go 
impulse” to test the experimental hypotheses (and, as we shall 
see, did appear to work effectively).

Participants
Recruitment. GA pilots were recruited from a local Oklahoma 

City, OK area flight school. Researchers travelled there with 
portable equipment, making participation easy for pilots, and 
greatly shortening the time required to collect data.

Quick “shakedown” test. This was a complex system. Therefore, 
four pilots were first tested, and their data analyzed, to better 
ensure that the settings for the weather parameters produced 
good response variability.

Instructions. The four “shakedown” pilots sometimes ap-
proached weather too closely when diverting around the 
static cell. Therefore, the instructions were slightly modified to 
emphasize the need for maintaining clearance, whether flying 
direct-to-destination or diverting. However, care was taken not 
to overemphasize this, since it might prove to be an interesting 
result on its own.

Pilot demographics. The main test group consisted of 21 
pilots. Table 1 shows certificates, ratings, age, and total flight 
hours (TFH). This was a relatively young group, only four of 
whom were instrument-rated. Nonetheless, lack of an instru-
ment rating was considered acceptable, since this was a study 

Table 1. Pilot demographics (N=21). 
Student 8  CFII 2  Age-mean 22.7  TFH-mean 176.5 
Private pilot 13  Commercial 2  Age-median 21.5  TFH-median 137.5 
Instrument-
rated 4  ATP 0  Age-SD 4.0  TFH-SD 185.4 

CFI 3  Multi-engine 2  
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focusing on human perceptual judgment of times and distances. 
Moreover, pilots were specifically instructed to fly direct-to-
destination whenever it looked safe, regardless of whether they 
were instrument-rated. A safe flight, by definition, should not 
take them through hazardous weather.

RESULTS

Main effects of weather width and speed. Figure 5 summarizes 
the 21 pilots’ points-of-closest-approach for the 10 scenarios. 
Recall that PCA to “orange” weather was the main performance 
variable (DV), and that weather cells were defined as “shallow” 
if the weather cells were 19 nm deep and the gap could be flown 
through quickly, and “deep” if the cells were 40 nm deep and 
the gap would take longer to fly through.

First, note how relatively few cases maintained 20 nm clear-
ance, and that these were concentrated in the “deep static” (#3) 
and “shallow static” (#8) weather conditions, where neither 
weather cell moved.

Second, note the great variability in PCA, as shown by the 
tall confidence intervals. Note that, again, variability was least 
for the two completely static-weather conditions. 

Repeated-measures analysis of variance (RM-ANOVA) 
showed weather depth to be nonsignificant (p=.636). Weather 
speed was significant (p=.003), but very nearly failed Mauchly’s 
test of sphericity (p=.058)5, and did fail it for the interaction of 
depth × speed (p=.007). 

Mauchly’s test implied it prudent to collapse (i.e., average) 
the data across width for better stability, and then use a more 
conservative test based on rank-ordering, for example, the non-
parametric Friedman test. 

5 In Mauchly’s test, p>.05 suggests that the data meet assumptions of 
ANOVA, and that parametric statistics can be used. Failing Mauchly’s 
test suggests that nonparametric (“distribution-free”) statistics should 
be used.

Figure 5. PCA (vertical axis, in nm) between aircraft and “orange” weather for two values of 
weather depth (“deep” vs “shallow”), and five weather gap-closure speeds (-14,-7,0,7, and 14 kts). 
Each group mean is shown as an open circle. Error bars show the range encompassed by the 95% 
confidence interval.
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Shown in Figure 6, this approach clearly visualizes the sig-
nificantly better performance (p=.016) on the completely static 
scenarios (scenarios 3 and 8).

Shooting the gap between weather cells. A second way to examine 
these data is to count the numbers of pilots who shot the gap 
between weather cells (which, recall, was always technically safe). 
From the perspective of signal detection theory (SDT), having 
safe, sufficient clearance from hazardous weather is a signal 
that can be detected. And, shooting the gap therefore implies 
a “Hit,” which is defined in SDT as a correct detection of the 
signal (Green & Swets, 1966). 

Here, a pattern in “Hits” emerged similar to the pattern in 
Figure 5. Therefore, results were again collapsed across width 
(Fig. 7). A chi-square test showed that these results also dif-
fered significantly (pC2 =.03), with the greatest number of gaps 
shot—again—when both weather cells were static.

Summary of main results. Given the agreement between PCA 
and gaps-shot, it appears that—for the two levels of weather 
depth tested here—successful judgment of PCA with looping 
NEXRAD did not seem to depend on whether the weather 
system was shallow or considerably deeper. Nonetheless, this 
should be interpreted cautiously, since extremely deep weather 
cells were not tested.

7 
 

 

 
 
  

Figure 6. The same data from Figure 5, collapsed across weather depth (i.e., “shallow” and “deep” 
combined). “Average of scenarios 3,8” represents the static condition, where weather cells did not move.

Figure 7. Numbers of gaps shot.
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More importantly—given equal gap widths at expected time 
of arrival—it did not seem to matter if weather was moving rela-
tively fast or slowly, nor whether gaps were opening or closing. 
The mere fact that weather was moving at all seemed to greatly 
interfere with pilots’ judgment of PCA.

Additional details. Several additional results emerged. Table 
2 shows these in detail.

First, the overall task seemed quite difficult since only 85 of 
the 210 total scenarios produced separation greater than 20 nm 
(Table 2, white and light-gray cells). Moreover, even though all 
scenarios were set up so that direct-to-destination flight was 
technically safe and pilots were encouraged to fly direct when 
they judged it was safe, they chose to divert around weather 103 
times (light-gray, gray, and red cells). Both these results support 
the conclusion of high task difficulty.

Second, as Figure 4a showed earlier, most pilots seemed to 
misjudge distance to the static weather cell during diversions. 
Table 2 (light-gray and gray cells) shows that all but three of the 
103 diversions were made around the static cell (red cells show 
diversion around the moving cell). Of those 100 diversions made 
around the static cell, 80 were technically failures. 

This high PCA failure rate might indicate a kind of “bound-
ary shyness,” that is, a tendency of users to avoid hugging the 
very edge of the display when planning a maneuver. If so, it 
could be easily overcome, either by instruction and practice, or 

by adding a zoom feature to the display to allow shrinking the 
scene, thereby increasing the apparent distance between weather 
images and the edge of the display.

Finally, as mentioned, there were three attempts to divert by 
going around the moving weather cell (Table 2, red cells). All 
three were serious failures. This probably indicates that, had 
there been two moving weather cells instead of just one, the task 
of judging clearance would have been even more difficult than 
the task presented here.

DISCUSSION

Looping NEXRAD is now finding its way into GA aircraft 
cockpits. Experience suggests that pilots may use this technol-
ogy to try to pick their way through convective weather cells. 
This suggests a need for research, hazard identification, and 
prophylactic “immunization” of pilots through training, policy, 
and regulation before pilots begin to have accidents. 

Little is known about how well pilots can use the information 
in looping NEXRAD to future-project where both they and the 
weather will be, in order to maintain a safe distance from hazard. 
We therefore ask ourselves what are the cues in the display itself 
that might tend to promote safety versus encouraging excessive 
risk taking? 

Table 2. PCA to closest “orange” weather (Scenarios 3 and 8 wx were fully static). See 
color key at bottom.

Deep weather Shallow weather

S
Gap 

closing 
fast

Gap 
closing 

slow
Static

Gap 
opening 

slow

Gap 
opening 

fast

Gap 
closing 

fast

Gap 
closing 

slow
Static

Gap 
opening 

slow

Gap 
opening 

fast
5 16.144 16.145 20.554 17.182 16.507 15.320 17.058 15.680 14.135 15.865
6 9.819 6.151 20.554 20.556 20.560 20.079 12.721 20.077 20.079 20.085
7 21.899 22.077 18.177 18.430 21.699 20.193 22.421 22.504 20.860 21.484
8 20.562 12.927 19.982 14.900 14.815 13.735 17.538 19.186 12.797 16.078
9 20.559 20.267 20.554 14.877 16.145 19.275 19.622 20.077 17.019 15.076

10 16.359 19.682 20.158 19.425 21.119 19.316 20.079 22.270 22.194 21.714
11 18.322 19.551 18.132 18.713 17.832 2.153 17.540 20.146 18.670 0.004
12 20.559 17.786 20.554 20.556 16.152 16.497 18.174 20.077 20.079 15.761
13 20.559 20.556 20.554 16.653 16.352 20.079 20.079 20.077 20.079 17.884
14 20.559 19.925 20.554 20.008 19.936 20.704 18.438 20.077 20.308 14.970
15 15.726 20.556 20.554 16.384 15.947 19.272 20.079 20.077 14.541 14.692
16 17.703 16.492 20.554 20.556 16.859 20.079 20.079 20.077 20.079 20.085
17 14.621 14.692 17.662 15.424 15.216 17.578 16.154 17.303 16.274 12.980
18 17.104 20.965 19.368 20.431 10.104 18.236 17.862 21.233 19.755 20.476
19 14.681 18.224 19.041 13.435 15.044 20.022 12.923 20.077 13.048 20.085
20 18.951 19.410 19.656 19.629 19.857 17.111 21.166 20.938 17.521 17.071
21 18.692 18.545 20.554 18.784 18.558 19.021 19.314 18.789 19.790 18.720
22 19.807 19.177 17.907 20.556 20.560 17.361 18.545 18.626 20.079 20.085
23 18.718 18.977 20.554 20.556 18.797 17.086 16.253 16.982 12.268 20.085
24 20.559 15.603 20.554 13.722 15.484 20.079 16.304 20.077 20.079 14.276
25 19.751 16.635 20.554 20.556 20.560 17.666 14.376 20.077 20.079 20.085

Means 18.2 17.8 19.8 18.2 17.5 17.7 17.9 19.7 18.1 17.0
Color Key

“Direct” = pilot flew directly to “Destination” (i.e., shot the gap). “Divert” = pilot avoided the gap, & flew 
around the wx.
Outcome Direct-success Direct-failure Divert-success Divert-failure Divert—cell 2
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To this end, a looping NEXRAD-type cockpit display was 
created as a low-cost, part-task simulation. Figure 8 illustrates. 
Mathematically generated “convective weather radar images” 
allowed precise control over the placement and movement of 
weather cells, letting us test the effects on flight safety of two 
potentially important variables—weather system depth, and the 
opening and closing of gaps between cells.

Results of this preliminary test indicated that, for shallow (19 
nm deep) and moderately (40 nm) deep weather systems, judg-
ment of PCA to hazardous weather with looping NEXRAD was 
about the same.More importantly, the mere fact that weather was 
moving at all seemed to greatly interfere with pilots’ judgment of 
PCA. When scenarios were equilibrated for gap width at expected 
time of arrival, judgment of PCA was best for completely static 
weather. But, even when one cell remained static and the other 
moved, PCA judgment degraded considerably. Moreover, it did 
not seem to matter if weather movement was relatively fast or 
slow, nor whether gaps were opening or closing. Judgment of 
PCA with any moving weather was clearly a difficult task.

RECOMMENDATIONS

Further testing would be desirable. A first test could measure 
pilot performance under more realistic circumstances—omit the 
range ring that was present here, have both weather cells move 
(rather than just one), and run the trials with 15-minute data 
latency, rather than the zero-latency assumed here. In that event, 
one would expect performance to decline even further from the 
levels reported here. 

A second test could measure performance after pilots were 
trained with feedback on PCA after every trial. Training would 
probably improve performance (Vincent, Blickensderfer, Thomas, 
Smith, & Lanicci, 2013). The question is how much. Could 
trained pilots reliably maintain safe clearance with current 
NEXRAD technology?

If not, a third test could measure the effects of relatively simple, 
creative additions to the current technology (e.g., an ownship 
30-minute, future-projected “flight corridor” providing a simple 
way to estimate 20-nm clearance. Or, edge-detection technol-
ogy that could find the boundaries of hazardous weather, and 
future-project them by 45 minutes). Future-projected weather 
display appears to aid safe weather flight (ATSC, 2013). At issue 
is whether future-projection can be done relatively simply, or will 
it require complex, computationally intensive weather models.

As far as specific safety recommendations are concerned, a 
prudent observer considering these findings must call into ques-
tion the utility and safety of using current-generation looping 
NEXRAD to navigate safely through convective weather. Given 
the twin issues of a) data latency (i.e., the most-current data being 
as much as 15 minutes old), and b) the lack of ranging capability 
(i.e., no means of accurately determining how far away severe 
weather is), it seems probable that looping NEXRAD as cur-
rently displayed will only present difficulties even greater than 
those observed in this study.
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APPENDIX A
Derivation of the Auto-Scoring Methodology

A-1 
 

Appendix A 
 

Derivation of the Auto-Scoring Methodology 
 
 This appendix discusses the logical and mathematical rationale underlying the computer-generated 
“weather” used in this experiment, as well as the details of how that was created, and issues encountered 
along the way. 
 A.1. Generating plausible-looking “scorable weather.” The experiment needed at-least-plausible-
looking weather that could be quickly and accurately scored for point-of-closest-approach (PCA) between 
the pilot’s moving aircraft and a moving, “orange” weather area. To avoid having to use a slow, frame-
by-frame, pixel-by-pixel “brute-force” approach to calculating PCA, it was highly desirable that weather 
be represented by some kind of underlying regular, relatively tractable 2D mathematical function. To 
accomplish this, a number of problems had to be solved. First, was the contiguity problem. 
 A.2 Solving the contiguity problem. Contiguity involves maintaining the relative order of colors 
representing hazard levels. Red areas must always sit next to orange areas, which must sit next to yellow 
areas, and so forth. Maintaining this order is not as simple as it might sound. 
 The problem can be approached by imagining a 3D (x,y,z) basis function, for each weather cell. 
Visualize a mountain, with height (z) representing weather severity (here, decibels reflectivity in 
NEXRAD). Fig. A1a illustrates. Height will be greatest at one central point (the origin, representing 
maximum intensity within a red cell), and monotonic—always decreasing when moving outward, 
radially. Importantly, visualize that horizontal slices through this structure will always have constant 
height at their outer edge.  
 This simple idea guarantees 2D contiguity in x and y at each horizontal slice, ensuring that colors will 
remain in their proper order.  
 In solving the contiguity problem, note that finding PCA now merely involves following the 2D 
contour of the outer edge of a single 2D slice (here, “orange weather”), rather than having to check 
distances to hundreds of thousands of individual pixels per frame, as a brute-force method would require. 
This “side effect” will save much computational effort, provided we can find a 2D basis function that 
represents this new, “orange” weather contour. 
 

   
 a b 
Fig. A1. a) a 3D Gaussian probability density function, b) horizontal slices through which form 2D ellipses. 
 
 A.3. Choosing the geometric basis functions. First, a 2D function must be chosen to represent each 
weather-intensity boundary. This 2D function has to look at least somewhat like a real weather cell (i.e., 
no triangles, rectangles, or any other regular angular structure). Moreover, it has to be able to be extracted 
from its parent 3D basis function.  
 For a useful 2D basis function, ellipses seem a fair compromise. Fig. A2 shows an ellipse, while Eq. 
A1 describes its generator. 
 



A2

 
Fig. A2. An ellipse, showing the major axis (-a≤x≤a) and minor axis (-b≤y≤b). (F1 and F2 are the foci). 
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xz +=  where z, a, and b are constants (A1) 

 
 A.4 Demonstrating ellipticality. To end up with 2D horizontal cross-sections that are elliptical 
(i.e.,where threat level z equals a constant), we can start with a 3D Gaussian probability density function 
(pdf, Eq. A2), which is simply a Gaussian in x times another Gaussian in y. 
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 We can prove that horizontal cross-sections will be ellipses by demonstrating that the 3D Gaussian is 
equivalent to a standard ellipse at any fixed, constant height z. 
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which is the standard ellipse. QED, as Fig. A1b showed, horizontal cross-sections through 3D Gaussians 
are always ellipses, regardless of z. 
 A.4 Computing a and b. Given a 3D Gaussian with specified values for σx, σy, and z, we need to know 
the major and minor axis values a and b in order to position and move our ellipses, and to compute PCA, 
which we shall formally call the minimum distance dmin. 
 We start by finding the maximum value for z, in order to normalize the 3D Gaussian, setting its 
maximum value equal to 1.0. This zmax will, of course, occur at position (x,y)=(0,0). 
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 Dividing z by zmax, we get the normalized form 
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 Taking the natural log of both sides, ( )  )ln(ln 3
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which takes us into standard form. Back-substituting from A4d-h, we get workable formulae for a and b 
 
 ( ) ln2 2
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 and ( ) ln2 2
43 normy zkkb σ−== , (A4j) 

 
which is correct at any arbitrary value of z from 0-1. Below, we can graphically and numerically see this 
for an ellipse with σx=6 and σy=2 at z=.25, where A4i yields a→9.99 and A4j yields b→3.33. 
 

 
Fig. A3. Finding the elliptical parameters a and b from a section of our 2D Gaussian. 
 
 QED, given a 2D Gaussian, we can compute a and b for any arbitrary value of z. 
 A.5 Computing minimum distance from aircraft to ellipse. The simplest situation for computing dmin 
is where neither the aircraft nor the ellipse is moving, and where the ellipse is in standard position (i.e., 
non-rotated). There is value in examining that simplified situation, so we begin there. 
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Fig. A4. Computing the distance from aircraft to the closest point on the ellipse boundary. 
 
 Given a fixed point for aircraft position (xa,ya), the minimum distance to the ellipse will be the length 
d of a line intersecting at right angles to a tangent line on the ellipse. Our task is to find the intersection 
point (xe,ye) on the ellipse. That will allow us to compute the distance 
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 We know the basic equations for the ellipse itself, and for its slope 
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 If we can find either xe, or ye, we can compute the other term. We also know from basic trigonometry 
that the slope of the triangle containing d will be the same as the slope θ of the tangent line, except with 
opposite sign. That slope can be described as 
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Therefore, from Eqs. A5c and A5d, 
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for which we critically know a, b, xa, and ya, but not xe. 
 Using Eq. A5b, we can substitute out ye, giving 
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 A6. Preliminary proof of plausibility. We now know all terms but one, so, we can theoretically solve 
for xe. Unfortunately, the closed solution proves so complicated, with so many terms—even in this 
simplified case with no movement of aircraft or ellipse—that rounding error will literally make it less 
accurate than computation by numerical methods. Therefore, we should expect to use a numerical 
technique such as Nelder-Mead (Nelder & Mead, 1965) to solve the distance equation, Eq. A5a 
(Wolfram, 2013). Our task is becoming harder, but is still manageable. 
 Next, we must examine the case where our weather and aircraft are both moving. 
 A7. Computing minimum distance from a moving aircraft to a moving, rotated ellipse. To 
accommodate aircraft and weather movement, we can reformulate our equations as parametric functions 
of time (t). We must also have the ability to present weather at angles other than horizontal. 
 

 
Fig. A5. Computing distance to a rotated ellipse, given straight-line aircraft and ellipse flightpaths. Note that dmin 
still intersects at a right angle to a tangent on the ellipse. 
 
 The aircraft flightpath can be represented in 2D simply by a series of straight-line segments. Within 
any given segment, the aircraft’s parametric position (xact, yact) at elapsed time t is merely the original 
position (xac0, yac0) at time t0, augmented by its speed Sac parsed into x and y components for the angle a. 
 

 
tSytvyy
tSxtvxx

acacacyactac

acacacxactac

 sin

 cos

)0()0()(

)0()0()(

a

a

+=+=

+=+=  (A7a) 



A6

 
 The weather “flightpath” will follow similar logic. Note that we are going to limit weather to a single 
straight-line path during each experimental run. For angle β, all points on the ellipse e translate to 
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 The rotation matrix for weather is the standard affine transform 
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 Given the standard ellipse (Eq. A3e), solving for y gives us two generators 
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which we augment with a location parameter 
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 All this allows us to create a distance equation at time t, from the moving aircraft to any given point 
(xe, ye) on the moving ellipse, although we must compute the top and bottom halves separately. For 
example, 
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 where ( ) ( )( ) ( )( )( ) ( ))()()0()0()0()()()( ,, sin, cos, teteeeeeetetete yxtSyytSxxRyx ++−+−= θββ  (A7g) 
 
Eq. A7g effectively translates the moving ellipse’s center at time t back to (0,0), rotates it by θ, then 
retranslates it back to where it was originally at time t. 
 Ideally, we would like to have a closed-form solution to minimize the distance equation A7f over the 
entire range of t. However, A7f-g cannot be easily solved by the usual method of setting the function 
derivative to zero and solving for t. The function itself is too complicated. Fig. A6 shows that 
computation of dmin even to a single moving, rotated ellipse at a single value of t will be complicated, and 
that the overall error surface of Eq. A7f-g will be multidimensional, shallow, and scalloped.  
 

 
Fig. A6. Computing distance to a rotated ellipse results in a scalloped multi-D error surface at each value of t. 
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 Fortunately, we can still solve the problem numerically, to within a reasonable error tolerance value. 
 A8. Verifying solution by numerical methods. It is always comforting to graphically see that solution 
by numerical methods looks correct. As Fig. A6 shows, we know that, for any given point on the aircraft 
flightpath, the minimum distance dmin to the ellipse will always form a ray that hits the ellipse boundary at 
a right angle to the tangent at that point. So, if we draw a picture of the situation at time t, we should see 
the normal to the tangent on the ellipse at our solution point running straight through the point on the 
aircraft vector where the aircraft would be at that time. That is a necessary condition of accuracy (but not 
sufficient, because every instantaneous value of t will have its own dmin(t)).  
 We therefore test this by having Mathematica draw sample plots. For the initial test cases, we can 
assume no winds aloft. Fig. A7a shows one with geometry similar to our example of Fig. A5. Note that 
the scenario-wide minimum distance dmin(tmin) correctly follows the normal to the tangent, and correctly 
intersects the aircraft flightpath at the proper point (xac(tmin), yac(tmin)). 
 We can verify sufficiency by simply plotting out the individual values of dmin as we move across t. 
Fig. A7b shows this done for Fig. A7a. Together, these two plots demonstrate the accuracy of our 
intended scoring method to a tolerance of about t=tmin ±1 second. 
 

    
 a. b. 
Fig. A7. Visually verifying the computation of dmin by numerical methods: a) Mathematica rendering of a moving 
aircraft and moving, rotated ellipse;  b) The resultant sampling points for dmin(t). 
 
 As Fig. A7b shows, sampling density is concentrated near the scenario-wide tmin. This can be 
accomplished iteratively, by sampling dmin first across the entire aircraft flightpath at a fixed time 
granularity dt, then focusing each subsequent iteration in on the lowest found value of dmin, halving both 
the scan range of t and the value of dt for that iteration. This process is repeated until dt < 1/3600 hr. This 
method, while far from efficient, does ensure finding a global minimum for dmin, meaning that the tests 
will be scored very accurately. 
 A9. Correction for winds aloft. We have to account for winds aloft, if we hope to achieve the highest 
degree of realism and accuracy. So, let us begin by calculating the effect that a single wind vector should 
have on the aircraft. Fig. A8 shows the angles and vectors involved. Essentially, what we want to 
calculate is the effect of wind on aircraft groundspeed, given that we wish to fly along some desired 
course with original airspeed s, (which, in the absence of wind, would produce the velocity component 
vectors Vx and Vy). 
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Fig. A8.  Component single-source wind vectors affecting the aircraft’s airspeed (hence, groundspeed). 
 
 The approach we take can be understood by imagining “turning off the wind,” and flying along an 
appropriate correction heading—a vector {Vxc,Vyc}—for a fixed period of time t (say, one hour) at 
airspeed s. After that, imagine “turning the wind back on,” having the aircraft behaving like a balloon, 
and simply drifting along, pushed by the wind component vectors Va and Vb for one hour. As Fig. A8 
shows, the aircraft would end up back at some point on the desired course. That point would be: 
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What we must do is figure out Vxc and Vyc, based on the available information. We know that 
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 This sets up the possibility of solution by the quadratic formula, provided we can rearrange terms. 
Expanding Eq. A9g gives 
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  ( ) ybaxyayxcbxyxcayxcbxcx VVVVVVVVVVVVVVVVVsV 2220 222222222 −+−++++−=  (A9k) 
 
  ( ) ybaxyayxcbxyxcayxcbxxcx VVVVVVVVVVVVVVVVsVVV 2220 2222222222 −+−+++−+=  (A9l) 
 
 gathering terms, ( ) ( ) ( )( )ybaxyabxyxcbxyxcayxcxcx VVVVVVVsVVVVVVVVVVVV 2220 2222222222 −++−+−++=  (A9m) 
 
  ( ) ( ) ( )( )ybaxyabxxcybxyaxcyx VVVVVVVsVVVVVVVVVV 2220 222222222 −++−+−++=  (A9n) 
 

which now fits the quadratic formula form  
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 We can now solve for Vxc by substituting terms into the quadratic formula 
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which, after simplification, becomes 
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with Vyc being 22
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 The new wind-modified airspeed along the original flight vector {Vx, Vy }will be 
 
  ( ) ( )22

bycaxc VVVVs +++=  (A9s) 
 
 Unfortunately Vxc and Vyc are now quadrant-dependent, so we must keep track of that as we write our 
computer code (see Appendix B). 
 A10. Adjusting groundspeed for effect of multiple weather cells. We also have to try to account for the 
effect of having multiple weather cells aloft. This is no mean feat, since weather is technically chaotic, 
and any attempt we make at regularization is bound to be flawed. Nonetheless, we should note that even 
the most sophisticated flight simulators very, very rarely make any correction whatsoever for multiple 
convective cells. So, any attempt we make is arguably better than the vast majority of currently accepted 
test platforms, which do nothing more than represent large-scale winds as uniform, straight-line vectors. 
 We know a priori that the aircraft and the weather move independently, and, winds aloft—from the 
aircraft’s perspective—change instantaneously as both the aircraft’s position and the weather cells’ 
positions change. 
 We therefore compute an estimate, based on a set of differential equations that weights the effect of 
each of two weather cells on the aircraft’s airspeed, according to its instantaneous closest distance from 
“orange” boundary to the aircraft (which we have to compute anyway). Essentially, the farther the 
weather cell from the aircraft, the less effect it will have on the aircraft’s airspeed. Fig. A9 illustrates. 
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Fig. A9.  Component multiple-source wind vectors affecting the aircraft’s airspeed (hence, groundspeed) at time t. 
 
 This will result in an adjusted set of x, y components for “local weather velocity at the aircraft” at the 
ith time step t(i), 
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where { })(1)(1 , itit VbVa  and { })(2)(2 , itit VbVa  are the instantaneous velocity vectors for weather cell 1 and 2 at 
t(i), and ))((1 itd  and ))((2 itd are the respective minimum distances from the aircraft to the “orange” ellipses of 
weather cells 1 and 2, also at t(i). You can see that this is simply a set of two normalized x- and y-
components, each of which is weighted by the minimum distance to the opposite weather ellipse. This 
effectively weights higher the closer cell’s effect on aircraft speed, then normalizes both effects by the 
denominator ))((2))((1 itit dd + . 
 Together, A10a and A10b can then behave as substitutes for Va and Vb used formerly in Section A9. 
 A11. Correction for flight segment end effects. Additionally, we add a small correction to compensate 
for the error at the end of each flightpath segment, now introduced by using differential equations. 
Otherwise, the very last fraction of a time step incremented at each segment’s end will cumulate, the more 
segments we examine. As we compute the starting time for the next segment, we simply subtract from the 
prior total time an estimate of how long it would take to traverse that tiny remaining distance, given the 
latest estimate of aircraft speed. Appendix B shows the code. 
 A12. Effect of A9-11 on overall method. Having to adjust for instantaneous airspeed effectively 
eliminates any elegant time-based methods of computing overall minimum distance to the weather cells. 
In the no-wind condition, we could home in on the one segment we knew contained the minimum 
distance, and then, decrease the size (granularity) of time steps (dt) while decreasing the sideways 
distance we examined on the flightpath. Now, A9-11 reduces us to brute-force computation, time step-by-
time step. Nonetheless, albeit slow, we still expect the method to be quite accurate, and faster than any 
pixel-by-pixel computation of PCA. 
 A13. Validation of logical correctness. The odd-shaped flightpath in Fig. A10 is a quadrant check, 
designed to show that the program gives logically reasonable groundspeed estimates throughout all four 
geometric quadrants. 
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Fig. A10.  A quadrant check shows logically expected effects of a moving weather cell on groundspeed. 
 
 Here, weather cell 1 is stationary, while weather cell 2 is moving at 23 kts at an angle of 45° (π/4, in 
standard Cartesian coordinates). Nominal aircraft airspeed/no-wind groundspeed is 120 kt.  
 Everything checks as logically expected. At an angle of approximately 105°, flight segment 1 tests 
logical correctness of Eqs. A10a-b in quadrant II. We see an expected slight increase in groundspeed, due 
to an oblique tailwind the aircraft would be experiencing.  
 Similarly, segment 2 (≈225°) tests quadrant III—straight into a headwind—and we see an expected 
severe drop in groundspeed. As expected, this drop starts out slightly less than the speed of weather cell 2, 
because the aircraft’s distance from cell 2 mitigates it (see Eqs. A10a-b).  And, the size of the drop 
decreases with time, because weather cell 2 and the aircraft are moving farther apart, so cell 2 exerts less 
of an effect on the aircraft. 
 Segment 3 doubles back (≈345°), testing quadrant IV, and we again see a slight expected oblique-
tailwind speed boost. Segment 4  (≈50°) tests quadrant I, and has a strong tailwind boost that actually 
increases over time, because the aircraft is getting closer to cell 2. 
 Finally, segment 5 again tests quadrant II, but at a greater angle (≈140°), resulting in a slight oblique 
headwind, and expected slight speed drop. 
 To test correctness for both weather cells in motion simultaneously, Figs. A11b-c show that the 
program works properly with a variety of flightpaths in a scenario where a gap between two weather cells 
was closing at a rate of about 24 sm/hr. First, the algorithm is properly registered—weather appears where 
it was designed to, moves where it was designed to, and looks the same in all three programs, the 
Generator, the Viewer, and the Autoscorer. Meanwhile, the flightplan generated by the Viewer reoccurs 
properly in the Autoscorer. 
 Second, the geometry is correct, in that a normal ray drawn from the tangent on the ellipse at the point 
of closest approach properly intersects the position of the aircraft at time tmin.  
 Third, Runs 1-6 show that the algorithm can digest flightplans with as few as one segment (Run 3) 
and as many as 20 (Run 6). 
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Fig. A11a.  Autoscorer runs 1-3. dt1=1/120, dt2=1/30, dt3=1/5. 
 

 
 
Fig. A11b.  Autoscorer runs 4-6. dt4=1/120, dt5=1/60, dt6=1/15. 
 
 A14. Selection of time-step size (dt). Our new method may be slower, but it does not have to be 
inaccurate. The issue centers around the size of dt. Infinitely small deltas produce infinitely good 
accuracy, but at the cost of infinite computation time. The issue in speed-accuracy tradeoff is always 
“How good is good enough?” 
 For our purposes, computational accuracy arguably needs to be only about ± 0.25 screen-coordinate 
unit, because that is about the size of one pixel, and sets the limit for visual accuracy. Moreover, we will 
eventually add noise to the weather, so subjects will never see perfect ellipses anyway. Ellipses are meant 
as mean likelihood estimates to an ideal observer. Finally, since our statistics will operate on rank-orders, 
individual measurements need only be sufficiently accurate to minimize changes in rank. 
 To bootstrap proper granularity, we initially scored a few expected flightpath types, shown as Fig. 
A11. These preliminary tests indicated that dt = 1/5 to 1/120 hr was a reasonable range to examine.  
 Next, we tweaked the algorithm. One way to approach speed-accuracy is to modulate dt as the virtual 
aircraft approaches the ellipse. The closer it gets, the smaller we make dt. That way, when the aircraft is 
far from weather, many large flightpath steps can be covered quickly with little sacrifice in accuracy, yet 
accuracy will still be high when dmin approaches 0.  
 Following this logic, Table A1 shows results of the simple hybrid algorithm underlying Runs 1-6, 
where aircraft proximity to “orange” is based on a log 3 scale, and dt is on a log 2 scale. 
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 dt0 = k; 
 If d(t) > 72.9 Then dt =dt0, 
  Else If d(t) > 24.3 Then dt =dt0/2, 
   Else If d(t) > 8.1 Then dt =dt0/4, 
    Else If d(t) > 2.7 Then dt =dt0/8, 
     Else If d(t) > .9 Then dt =dt0/16, 
      Else If d(t) > .3 Then dt =dt0/32, 
       Else If d(t) > .1 Then dt =dt0/64, 
        Else dt =dt0/128 
 
 Table A1 show results. Runs 1-3 show that, for “shallow” runs (flightpaths that stay more than about 
25 screen coordinate units1 from the ellipse), as dt changes, dmin and the total elapsed flight time t are 
relatively stable and change little. Therefore, dt ≥1/5 hr (i.e., greater than one sample per 12 minutes) is 
arguably accurate enough for flightpaths that never get too close to dangerous weather. 
 
 

Table A1. Effect of time-step granularity (dt, in hr) on number of samples generated (N), minimum distance to 
weather (dmin, in screen-coordinate units), flight time (t, in hr) and scoring runtime (T, in sec). 
 Run 1 (around the left) Run 2 (around the right) Run 3 (in between cells) 

dt  N dmin t T N dmin t T N dmin t T 
1/5 7 151.423 1.190 20 8 187.983 1.274 18 5 98.818 0.927 13 

1/15 19 144.270 1.193 54 21 188.239 1.277 48 14 76.869 0.927 35 
1/30 37 144.272 1.194 98 40 185.902 1.278 93 28 76.869 0.927 64 
1/60 73 144.079 1.194 198 78 185.914 1.278 158 56 76.869 0.927 135 
1/120 145 143.994 1.172 405 155 185.920 1.278 306 112 76.751 0.927 279 

 
 

Table A1 (cont.). 
 Run 4 (deep penetration) Run 5 (graze) Run 6 (20-segment flightpath) Run 7 (wind shear) 

dt  N dmin t T N dmin t T N dmin t T N dmin t T 
1/5 8 22.323 0.960 19 9 0.684 0.940 24 20 101.924 1.174 55 8 6.518 0.924 17 

1/15 27 0.335 0.961 70 26 0.258 0.941 74 25 101.932 1.174 69 23 5.814 0.924 51 
1/30 50 0.127 0.962 127 55 0.023 0.941 156 43 101.956 1.174 118 46 5.846 0.924 103 
1/60 104 0.009 0.962 264 111 0.0012 0.941 307 78 101.967 1.175 218 90 5.856 0.924 202 
1/120 208 0.003 0.962 534 224 0.0087 0.942 636 150 101.911 1.175 396 179 5.862 0.924 396 

 
 Run 4 is a harsher test, in that we know that actually penetrating our target (orange) area should result 
in dmin = 0. So, how close to 0 we score is a key indicator of acceptable size for dt. We expect this to be a 
rare event, but the algorithm must be able to handle it.  
 Run 4 shows evidence of failure for dt = 1/5. Flight time t is stable, but dmin = 22.323 is clearly 
inaccurate. There just are not enough sampling points. Nonetheless, decreasing dt all the way down to 
1/120 carries a stiff execution time penalty (T=534 sec). Run 5—a “graze”—supports this conclusion (T 
= 636). Here, we might argue that dt = 1/30, carries us beyond our tolerance level of 0.25 screen units 
accuracy. 
 In the end, the secret is, of course, to run a hybrid algorithm such as the one previously described, 
which sets dt coarsely while the aircraft is far from weather, and progressively shrinks dt as the distance 
to weather decreases. In this way, we maximize computational speed where there is no great threat to 
accuracy, and temporarily maximize accuracy only where needed, minimizing the burden on 
computational speed.  
 Run 6 is a test of the special case where a pilot clicks many times onscreen, creating a flightpath with 
many short segments (here, 20). The algorithm appears to digest this and still give accurate results for dt ≥ 
1/30. 
 

                                                 
1 In this particular instance, 6.618 screen coordinate units equaled 1.0 sm on our map. Therefore, a “shallow” run is 
≥ 4 sm from “orange,” and our tolerance floor of 0.25 SCU equals about 0.378 sm, or 199.5’ real-world accuracy. 
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Weather Generator Mathematica code 
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Appendix B.2 
Viewer Mathematica code 

 

APPENDIX B2
Viewer Mathematica Code



B2-2

 



B2-3

 



B2-4

 



B2-5

 
 
 





B3-1

Appendix B.3 
Autoscorer Mathematica code 

 

APPENDIX B3
Autoscorer Mathematica Code



B3-2

 



B3-3

 



B3-4

 



B3-5

 



B3-6

 



B3-7

 

 




	_GoBack
	_GoBack
	OLE_LINK1
	_GoBack
	The Influence of Looping Next-Generation Radar on 
General Aviation Pilots’ Flight Into Adverse Weather
	INTRODUCTION
	MATERIALS AND METHODS
	Hardware/software
	Mathematical Generation of Plausible-Looking Weather
	Experimental Design
	Participants

	RESULTS
	DISCUSSION
	RECOMMENDATIONS
	REFERENCES
	APPENDIX A
	Derivation of the Auto-Scoring Methodology

	APPENDIX B1
	Weather Generator Mathematica Code

	Appendix B2
	Viewer Mathematica Code

	Appendix B3
	Autoscorer Mathematica Code



